Solution to Tutorial 7*
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1 Review

How to find Bayesian Nash equilibrium(a)?
1. Find all the type spaces {T;}ien;
2. Construct a new game (which is called “agent strategic game”) as follows:

e Player set: N' = {(i,t;): i € N, t; € T;};
e Action spaces: for any (i,t;) € N’, his action space is Az, = A;;

e Payoff functions: for any (i,t;) € N', his payoff function is wu( ) = u;.
3. Find all the Nash equilibrium(a) for the new game;

4. Pull back: each Nash equilibrium can be reformulated to a Bayesian Nash
equilibrium in the original game.

2 Tutorial

Exercise 1. Two individuals are involved in a synergistic relationship. If both
individuals devote more effort to the relationship, they are both better off. Specif-
ically, an effort level is a monnegative number, and player 1’s payoff function is
e1(1 + ey — e1), where e; is player i’s effort level. For player 2 the cost of effort
1s either the same as that of player 1, and hence her payoff function is given by
ea(1+ep — 2eq), or effort is very costly for her in which case her payoff function is
given by ex(1 4+ ey — e3). Player 2 knows player 1’s payoff function and whether the
cost of effort is high for herself or not. Player 1, however, is uncertain about player
2’s cost of effort. He believes that the cost of effort is low with probability p, and
high with probability 1 — p, where 0 < p < 1. Find the Bayesian Nash equilibrium
of this game as a function of p.

*Corrections are always welcome.
"Email: xiangsun@nus.edu.sg; Mobile: 9169 7677; Office: S17-06-14.


xiangsun@nus.edu.sg

MA4264 Game Theory 2/10 Solution to Tutorial 7

Solution. e There are two players;
e Action spaces: A; = Ay = [0,00);
e Type spaces: 11 = {{H,L}}, and Ty = {H, L};

e Strategy spaces: S; = {e1: e; > 0}, and Sy = {(eap, €ar): €2, €21, > 0}.
Let (e7, ey, €5;) be a Bayesian Nash equilibrium, then we will have:

1. Player 1 does not know the exact type of the cost of effort, so he will choose
qi to maximize his expected payoft

pxe(l+es, —e)+(1—p)xe(l+eyy—en),

and hence ) i} . i}
et — + Ppeyp, +2< - p)€2H' (1)

2. For Player 2, if the cost of effort is high, then Player 2 will choose g3, to
maximize his payoff
ean (14 €] — 2eap),
and hence

. 1+4+e€]
€2H: 4 1' (2)

3. For Player 2, if the cost of effort is low, then Player 2 will choose ¢;; to
maximize his payoff
ear(1+ €] —ear),
and hence

. 1+4+e€]
€2L: 2 1' (3)

Solving Equations (1), (2) and (3), we will have

S+p . 3 6

e; = , ey =——), €
e 2= 7, 2L =T,

]

Exercise 2. Two people are involved in a dispute. Person 1 does not know whether
person 2 is strong or weak; she believes that person 2 is equally likely being strong
and weak. Person 2 is fully informed. Each person can either fight or yield. Each
person obtains a payoff of 0 is she yields (regardless of the other person’s action)
and a payoff of 2 if she fights and her opponent yields. If both people fight then their
payoff are (—2,1) if person 2 is strong and (1,—2) if person 2 is weak. Formulate
the situation as a Bayesian game and find all Bayesian Nash equilibria of the game.

Solution (first method). Let Game 1 and Game 2 be as follows:
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Person 2 Person 2
F Y F Y
Person 1 —2,1 2,0 Person 1 1, -2 2,0
0,2 0,0 Y 0,2 0,0
Game 1, t, =5 Game 2, to =W

e There are two players;

e Action spaces: A; = Ay = {F,Y}, where F' and Y stand for “Fight” and
“Yield”, respectively;

e Type spaces: 71 = {{S,W}}, and Ty = {S, W};
e Strategy spaces: S; = {F,Y}, and So = {FF,FY,YF,YY}.

let a be Person 1’s action, and b; and by, Person 2’s actions in Game 1 and Game
2, respectively.

1. Person 1 does not know the exact type of the cost of effort, so he will choose
a to maximize her expected payoff. The following table is Person 2’s expected
payoff table: Thus we get Person 1’s best-response correspondence:

Person 2
FF FY YF YY

Person 1 _8'5 8 1(')5 20
FY if b1by = FY:
@by, by) = { 0 VE s

{F},  ifbiby =YY.

2. If Game 1 is drawn, then Person 2’s best-response correspondence is

e\ JAFY, ifa=F;
M@_{WLiM:Y

3. If Game 2 is drawn, then Person 2’s best-response correspondence is

o )Y}, ifa=F;
%@_{w}imzy

Therefore, by definition, we will get all the Bayesian Nash equilibria: (F, F'Y") and
(Y, FF). The reason is as follows:
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e If Person 1 chooses F', then Person 2 will choose F' and Y in Game 1 and
Game 2, respectively. Note that F' is the unique best response of Person 1
when Person 2 chooses F'Y;

So, given that Person 1 plays F', the only possible pure-strategy Bayesian
Nash equilibrium is (F'Y, F') in this case.

e [f Person 1 chooses Y, then Person 2 will choose F' in each game. Note that
Y is the unique best response of Person 1 when Person 2 chooses YY;

So, given that Person 1 plays Y, the only possible pure-strategy Bayesian
Nash equilibrium is (F'F,Y") in this case.

O
Solution (second method). The related agent strategic game is as follows:
e Player set: N’ ={1,(2,5),(2,W)};
o Action sets: Ay = A(g,5) = Apw) = {F,Y};
e Payoff functions: u gy = u@w) = ua.

It is a three-person static game with complete information, and the payoff table
is as follows: There are 2 Nash equilibria: (F, F,Y) and (Y, F, F). Thus, all the

(2,8) and (2, W)

FF FY YF YY
| F [=05,1,-2 0,1,0 15,0, -2 2.0,0
Y 0,2,2 0,2,0 0,0,2 0,0,0
Bayesian Nash equilibria of the original game are (F, F'Y") and (Y, F'F). ]

Exercise 3. A firm and a worker play a double auction. The firm knows the
worker’s marginal product (m) and the worker knows his or her outside opportunity
(v), respectively. In this context, trade means that the worker is employed by the
firm. A wage w is preset by the union. If there is trade, then the firm’s payoff is
m —w and the worker’s is w; if there is no trade then the firm’s payoff is zero and
the worker’s is v. Suppose that m and v are independent draws from a uniform
distribution on [0,1]. The both players simultaneously announce either that they
Accept the wage w or that they Reject that wage. The worker will be employed by
the firm iof and only if both of them accept the wage. Given an arbitrary value of w
from [0,1], what is the Bayesian Nash equilibrium of this game? Draw a diagram
showing the type-pairs that trade. Find the value of w that maximizes the sum of
the players’ expected payoff and compute this mazximized sum.

Solution. e There are two players: firmer and worker;
e Type spaces: Ty = {m: m € [0,1]}, and T, = {v: v € [0, 1]};
o Action spaces: Ay = A, = {A, R};
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e Strategy spaces: Sy = S, = {function from [0, 1] to {A, R}};
e Payoff functions:

ur(syp(w), sy(v);m,v) = {m —w, if Sf(w? = $u(v) = A;

0, otherwise.

w, if sp(w) = s,(v) = A4;
v, otherwise.

uw(3f<w)> Sw(v);m,v) =

*

i) For any w € |0, 1], it is easy to see (s%(m), s’ (v)) is a Bayesian Nash equilib-
f w
rium, where

. A, ifm>w . A, ifw>w
sp(m) = 5u(v) =

R, otherwise ’ R, otherwise

(ii) There is trade when (m,v) is drawn if and only if s}(m) = s;,(v) = A, and
thus 7' is the trading area in Figure 1.

m
Trading area T'
(1,1)
1
w
|
|
|
|
|
|
|
|
|
9) w1 v

Figure 1: Trading area T'

(iii) In the Bayesian Nash equilibrium, the payoff are as follows:

( ) m—w, if (m,v)eT ( ) w, if (m,v) €T
ur(m,v) = ) , Uy (M, v) = ) .
/ 0, otherwise v, otherwise

Since m and v are uniformly distributed on [0, 1], we have:

Elus] = //ufmvdvdm //m w) dvdm
E[uw]:/ / uw(m,v)dvdm://wdvdm—i—// vdvdm
o Jo T g
—//(w—v)dvdm—l—/ / vdvdm

T o Jo
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and thus

E[uf]+IE[uw]://T(m—v)dvdm+/01/olvdvdm
:/wl/ow( —v)dvdm+/01/olvdvdm
w—w? 1

m
~ T2 T3

Therefore, w* = % is the maximizer of the sum of the expected payoff.

O

Exercise 4. Consider the double auction where the seller’s and buyer’s valuations,
vs and vy, are uniformly distributed on |ay, Bs] and [y, By], respectively. Find the
linear Bayesian Nash equilibrium of the game.

Solution. e There are two players: seller (s) and buyer (b);
e Type spaces: Ty = [ag, 5] and Ty, = [aw, Bp);
e Action spaces: A; = A, = [0, 00);
e Strategy spaces: S, = {function from T}, to A,}, and Sy = {function from Ty to A};

e Payoff:

Ps+p
32 b_vsa PbZPs
)

us(psapb; Vs, vb) - {

O, Do < Ds

. Up — ]%7 Db = Ds
ub(ps7pb7US7vb) - O P <p .

) b s

Suppose (p%, p;) is a linear Bayesian Nash equilibrium, where
p:(vs) =as+ CsUs, pZ<Ub) = ap + CpUp.
Note that a,, c,, ay, ¢, are to be determined. Here we should assume cg, ¢;, > 0.

e For seller, when v, is drawn, given buyer’s strategy p;, pt(vs) will maximize
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his expected payoff

E[us(psa pz; Vs, vb)]

1 4P 1
_ / R ACH N / 0.du,
By — b Jp <pi (o) <pr (8y) 2 Bo = Qb J i () <pi (o) <ps

o 1 /’Bb Ps + ap + CpUy
By — ap Jrs=o 2

_ 1 (ps+ab_v)(6b_ps_ab>
By — 2 ’ Ch
_ 1 Ds + ap Ps — ap @ _ps_ab bs — ap
_ﬁb—abK 2 _US) (ﬁb_ Ch )+4(ﬁb Ch >(Bb+ Ch )]
- 1 Ps — ap ps+ab @ Ps — ap
—5b_05b<5b_ Cp ){( 2 —03)4—4(&4— Cb )1

— v, duy

. Cp 3 1
R (coBp — ps + ap) { Vs + ng + 4(% + Cbﬁb)}
Therefore, by the first order condition,
2 1 1
Pi(vs) = s+ gap + g6y,
and hence 5 )
Cs = ga as = g(a'b + Cbﬁb)- (4)

e For buyer, when v, is drawn, given seller’s strategy pZ, pi(vs) will maximize
his expected payoff

Eluy(p, po; vs, vp)]

1 * (v, 1
_ / GO / 0 dv,
Bs = s J (@) <pz(vs)<ps 2 Bs = Qs Jp,<pr(va)<pz(82)

s

bp—as

1 / s as + CsUs + Dy
= vy — ——————— du,
Bs — O s 2

1 . as+pb P—as _g/pbc_sasvdv

_/Bs_as b — Cs s 9 o s s

1 as+pb pb—as_ G

_BS_OCS s 4

1 pb—as_ as+pb _ G (P 0s

ﬁs_as 4 Cs °
)

“ o, [ )
= — CsQ5) |Up — _pb Qg CsQg
Bs — Qs
Therefore, by the first order condition,
1

. 2
py(vp) = 30 T 3as + o0y,
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and hence
2

1
cp = 3 ap = g(as + csag). (5)
Solving Equations (4) and (5), we will have

_as 61) _Bb g
=t BTt

]

Exercise 5. Consider the following first-price sealed-bid auction. Suppose there are
two bidders, 1 = 1,2. The bidders’ valuations vy and vy for a good are independently
and uniformly distributed on [0,1]. The bidders have preferences represented by the
utility functions u;(x) = x* where 0 < oy < 1, i = 1,2. Bidders submit their bids
b1 and by simultaneously. The higher bidder wins the good and pays her bidding
price, so that x = v; — b;; the other bidder gets and pays nothing, so that x = 0. In
the case that by = by, the winner is determined by a flip of a coin. Find a Bayesian
Nash equilibrium (by,by) in which b; is a linear function of vy, i = 1, 2.

Solution. e There are two players;
e Type spaces: T1 = {v1: vy € [0,1]}, and Ty = {vy: vy € [0,1]};
e Action spaces: A; = Ay = [0, 00);
e Strategy spaces: S; = {function from T} to A;} and Sy = {function from T5 to As};

e Payoff:
wi(b;, by v, 05) = {équ — b)), i Z Z Zja
Suppose (b7, b5) is a linear Bayesian Nash equilibrium, where
bi (v;) = a; + cvyy, i =1,2,

where a;, ¢; are to be determined. Here we should assume ¢; > 0.

e For Bidder 1, when vy is drawn, given Bidder 2’s strategy b3, bj(vy) will
maximize his expected payoff

Eluy (p1, p5(v2); v1,v2)] = (v1 — b1)** Prob{b5(0) < b5(va) < by}

b —
= (1}1 — bl)al Prob {O <y < L QQ}

Co

by —
= (v — b)) —— =

Co
Note that when Bidder 1 chooses by, the probability that b; = b3(vs) is 0, and
thus we do not need to consider that.

Therefore
bi(v1) =

14+ oy 1+o
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and hence
aq 1

= az, C1 = .
1+0412 ! 1+a1

(6)

3]

e For Bidder 2, when vy is drawn, given Bidder 1’s strategy bf, b3(vy) will
maximize his expected payoff

Efua(pi(v1), pa; v1,v2)] = (v2 — b2)** Prob{b7(0) < bj(v1) < ba}

bo —
= (’Ug — bg)aQ Prob {0 < < 2 al}

C1

as by — ay

= (va — by)

C1

Note that when Bidder 2 chooses bs, the probability that by = bj(vy) is 0, and
thus we do not need to consider that.

Therefore
65)]
b3 =
2(v2) T fon ™ T T o™
and hence 1
%)
— = 7
az 1+a2a17 Ca 1+ ay ( )

Solving Equations (6) and (7), we will have a; = a3 = 0.
[l

Exercise 6. There are n > 2 players. Fach player i must simultaneously decide
whether to join a team (x; = 1) or not (x; = 0); hence z = > x; is the size of
the team. If player i does not join (so that x; = 0) then i receives a payoff of zero.
If player i joins the team (so that x; = 1) then i pays a cost of ¢;. If all n players
join the team (so that z = n) then each player enjoys a benefit of v. Hence player

1’s payoff is u; = v — ¢; when z = n, and u; = —x;c; when z < n. Suppose that
v>c > 0.
(1) Suppose that the costs cq, ..., c, are common knowledge. Find all pure-strategy

Nash equilibria.

(i) Now, suppose that information is incomplete. Player i’s cost realization ¢; is
known only to i; players’ costs are drawn independently from the same uniform
distribution: ¢; ~ U0, ¢]. Find the symmetric Bayesian Nash equilibrium.'

Solution. (i) For Player i, given other players’ strategies, his best-response cor-
respondence is

0, if x_; -1
x*(xi):{ e #n ,  where x,i:in.

1, ife;=n-1 o

It is easy to see that there are two pure-strategy Nash equilibria (0,0,...,0)
and (1,1,...,1). The reason is as follows:

'Symmentric Bayesian Nash equilibrium is a strategy profile, in which each Player chooses the
same strategy.



MA4264 Game Theory 10/10 Solution to Tutorial 7

(i)

e If Player 1 chooses 0, then each of other Player should choose 0. Note
that 0 is Player 1’s best response when each of other players chooses 0;

So, given that Player 1 chooses 0, the only possible pure-strategy Nash
equilibrium is (0,0, ...,0) in this case.

e If Player 1 chooses 1. Note that 1 is Player 1’s best response only when
each of other players chooses 1;

So, given that Player 1 chooses 1, the only possible pure-strategy Nash
equilibrium is (1,1,...,1) in this case.

e There are n > 2 players;

e Type spaces: T; = {¢;: ¢; € [0,¢]};

e Action spaces: A; = {0,1};

e Strategy spaces: S; = {function from T; to A;}.

Suppose x(c¢;): T; — A; for each Player i constitutes a symmetric Bayesian
Nash equilibrium. Since we know that when the cost becomes larger, the more
possibility player will choose 0. So x can be characterized by y € [0, ¢, that

is,
1 if i € O, ,

w(ey = 41 it [ y]

0, otherwise.

For Player i, when ¢; is drawn, given other players’ strategies z(c;), Player i’s
expected payoff is

{(y/é)”_l(v —c)+ 1= (/o (—a), ifz(a)
0, if x(c;)

’

1
0.

Thus Player i chooses 1 if and only if (y/¢)" (v —c¢;)+[1—(y/e)"'|(—¢;) > 0,
that is
(y/é)n_lv > ¢

On the other hand, we know that

]-7 if G € [O7y]a
x(ci) = .
0, otherwise.
therefore, y = (y/¢)" v, that is

1, if ¢; € 0, n—1
x(c;) = e [ v , y=cet
0, otherwise
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