ADVANCED MICROECONOMICS [: LECTURE 4

1 Non-expected utility framework

1 Subjective probability theory.

o Savage

o Anscombe and Aumann

2 Allais paradox

2 From Kahneman and Tversky (1979).
3 There are three possible monetary prizes: 2500, 2400, and 0.

4 Test 1: consider lotteries Ly and L]:
L; =(0.33,0.66,0.01) Ly =1(0,1,0).

82% choose L.

5 Test 2: consider lotteries Lo and L):
L, =(0.33,0,0.67) L5 = (0,0.34,0.66).

83% choose Ls.
6 Paradox: Assume that there is a VNM expected utility function w.

o 82% choose L: L} > Ly, ie,
0.33u(2500) + 0.66(2400) + 0.01u(0) < u(2400).

Thus,
0.33u(2500) + 0.01u(0) < 0.34u(2400).

o 83% choose Lo: Ly = L, ie.,
0.33u(2500) + 0.67u(0) > 0.34u(2400) + 0.66u(0).

Thus,
0.33u(2500) + 0.01u(0) > 0.34u(2400).
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Reaction 1 (by Marshack and Savage): choosing under uncertainty is a reflective activity in which one should
be ready to correct mistakes if they are proven inconsistent with the basic principles of choice embodied in the

independence axiom.

Reaction 2: Allais paradox is of limited significance for economics as a whole because it involves payofts that are

out of the ordinary and probabilities close to 0 and 1.

Reaction 3 (Regret theory): we could have L, > L/ because the expected regret caused by the possibility of getting

zero in L is too great.

Reaction 4: Give up the independence axiom.

3 Prospect theory
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Prospect theory is a theory in cognitive psychology that describes the way people choose between probabilistic

alternatives that involve risk, where the probabilities of outcomes are known.

The theory states that people make decisions based on the potential value of losses and gains rather than the final

outcome, and that people evaluate these losses and gains using some heuristics.

The model is descriptive: it tries to model real-life choices, rather than optimal decisions, as normative models do.
The theory was created in 1979 and developed in 1992 by Daniel Kahneman and Amos Tversky as a psychologically
more accurate description of decision making, compared to the expected utility theory.

Reference dependence % i 1K #i.

People derive utility from gains and losses, measured relative to some reference point, rather than from absolute
levels of wealth: the argument of v(+) is x;, not W + ;.

Loss aversion 1 % #.3.

People are much more sensitive to losses—even small losses—than to gains of the same magnitude.
Diminishing sensitivity & & [§ 1.

People tend to be risk-averse with respect to gains and risk-acceptant with respect to losses.
Probability weighting.

People do not weight outcomes by their objective probabilities p; but rather by transformed probabilities or decision

weights ;.

The decision weights are computed with the help of a weighting function w whose argument is an objective prob-

ability.
Individuals overweight outcomes which are certain relative to outcomes which are merely probable.

They also overweight small probabilities and underweight moderate and high probabilities, and the latter effect is

more pronounced than the former.

Model: Consider a gamble/lottery

(x—map—m;x—m+17p—m+1§ <o 320,P05 - -5 Tn—15Pn—1; xnapn)7



where the notation should be read as “gain x_,,, with probability p_,,, _,+1 with probability p_,, 1, and so on,”

where the outcomes are arranged in increasing order, so that z; < x; for i < j, and where o = 0.
Under the expected utility theory, an individual evaluates the above gamble as

Z piu(W + x;),

i=—m
where W is current wealth and u is an increasing and concave vNM utility function.
Under the prospect theory, the gamble is evaluated as
m
Z w(pi)v(zi),
i=—m

where v, the “value function,” is an increasing function with v(0) = 0, and where w(p;) are “decision weights”

17 Graphs:
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The graph plots the value function proposed by Tversky and Kahneman (1992) as part of prospect theory, namely
v(z) = x* forz > 0and v(x) = —A(—x)® for z < 0, where x is a dollar gain or loss. The authors estimate
a = 0.88 and A = 2.25 from experimental data. The plot uses &« = 0.5 and A = 2.5 so as to make loss aversion

and diminishing sensitivity easier to see.

o Loss aversion is generated by making the value function steeper in the region of losses than in the region of
gains. Notice that the value placed on a $100 gain, v(100), is smaller in absolute magnitude than v(-100), the
value placed on a $100 loss.



o The value function is concave in the region of gains but convex in the region of losses. while replacing a $100
gain (or loss) with a $200 gain (or loss) has a significant utility impact, replacing a $1000 gain (or loss) with a

$1100 gain (or loss) has a smaller impact.
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The graph plots the probability weighting function proposed by Tversky and Kahneman (1992) as part of prospect

W, where P is an objective probability, for two values of §. The solid line

corresponds to § = 0.65, the value estimated by the authors from experimental data. The dotted line corresponds

theory, namely w(P) =

to 0 = 1, in other words, to linear probability weighting.

The weighting function overweights low probabilities and underweights high probabilities. People like both lotteries
and insurance: they prefer a 0.001 chance of $5000 to a certain gain of $5, but also prefer a certain loss of $5 to a
0.001 chance of losing $5000.

18 The theory describes the decision processes in two stages:

« During an initial phase termed editing, outcomes of a decision are ordered according to a certain heuristic.
In particular, people decide which outcomes they consider equivalent, set a reference point and then consider
lesser outcomes as losses and greater ones as gains. The editing process can be viewed as composed of coding,

combination, segregation, cancellation, simplification and detection of dominance.

o In the subsequent evaluation phase, people behave as if they would compute a value (utility), based on the

potential outcomes and their respective probabilities, and then choose the alternative having a higher utility.

19 Revisit Allais paradox: Let v(z) = 2°-%8 and w(P) with § = 0.65.

— p°
T (PPH(A-P)N)I/8



4 Blackwell’s theorem
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MEEMAFE, BAEBA (payoff) FHEZHREESIRAE (state) AKX, EHEEREREEE LM
W& HTEIHTEZIRS, ME2FHR#ATKE (experiment) DIGRE— 2 b4 KN A SRS f7 5
(signal), RIWHFARTUHERUHNELE (HFEGHNEHRA) REE. Blackwell £ K KB Z A
BB AR BT BN~y 2 |,

Blackwell /€ #2 & David Blackwell £ 1951 £ % 3L, {E4F —# # &, David Blackwell & UC Berkeley % — /%
S EABR,

BAEALERMELRAE 0 T8 {w,wa,...,wn ), BRHBEENS 0 HAEBREE p. Bp =
(p17p27~-~7pn)°

BB P E—NnxmEMTHAEE (WETHTRET D, 9 P RFLEEEIREE w; B
BT Es; R, FRGRRYEGTHRNETEGLT M, HEHm ETRL—H,
ENEEET s; 28, MEFRMEE A= {ar,a0,...,a,} FHATHRFE. MEHBA B ERBT B
TSR ERE SRS, TUH AN Oxn BWEEU KT U RTEFERSE w; BHF 0 WA

ERKEAE, MR GBRE) K D R— M mx CEWATHNIERE, 4 D) R NMEAEEIRE S ;
M ar BHEE,

YHEITRAR w; BT, KARE Pk D& HRAZ
m 4
ZPij ZDjk Uy = (PDU);;
=1 k=1

T5&, diag(PDU) = ((PDU)11,(PDU)as,...,(PDU)y,) & 2% f 1 & (payoff vector), M# D &
t, ZRAHMENLSKE, EHATHGRABNEN B(P,U) = {diag(PDU) | D £ —MTHEHIERE}.

FXwmEXTEANU, B(QU) C B(PU), MLHEREP UKL QWAESHEEE (more

informative) ,

By B SR Ay £l E (prior) £ p, BTUURARE P foskus D182\ B2 3UR 2
m m /
Zpi Z Pij Z Djy, - Uy; = trace(PDUYp)
=1 j=1 k=1

KEWPpR—DPnxnWWER, (i) LETEZp, FXATEHNZE. HhmRANHEZHA N
F(P,U,p) = mgxtrace(PDUﬁ)o
Blackwell £ : ZERF MR P (nxm ) F1Q (nxm' %), UWTFZ4£%NH:

s R PHRRQAFELWERE, WNTEHANU, B(Q,U)C B(P,U).

« XTHEANUFp, F(P,Up) >F(Q,Up)

o FE—MTHEAERE M (GEHEH) #17 Q = PM.

“3517 F1 152" EBRE., UWTIEH “2537



Proof. (1) BEM THAN m x m' EWATHNERE M, Q # PM. TRQ ¢ E, £¥ E = {PM |
M R—MTHEANER), BT ERER> FWOHATE, 2THPELIEEE, FE—MPnxm/
FWERE G, EARSFTENm xm/ BITHEAINEE M, RIF

trace(G'Q) > trace(G'PM)

(X BFERBE R nxm/ FHEEZE LHEME BHE trace(GH) W R+ T A5 F stackexchange)
) AUt =p"'G, BTV,

trace(PDUp) = trace(PDG") = trace(G' PD) < trace(G'Q) = trace(QUp)

3) HkFEATH
mgxtrace(PDUﬁ) < trace(QUp) < max trace(QDUD)

T
O

32 H¥ R, Blackwell EEHAT, WRKE PUKBR QWANEEEEFE, M4 Q=PM. ENEMR
M ¥R EHEL "HEK KR PWERRRERR QAERNITE, FHX—ERIABLSEINREE
xR Fo MTHEMEMZ—MTHEAERE, LELTRE PREHERBEE (posterior) BT Q 7
Z|Bh E R E (posterior) PR &M & (mean-preserving spread), X — k% Bl & K % i H 2 X
e E /b,

5 Homework

» Recommendation reading: Thinking, Fast and Slow by Kahneman.


https://math.stackexchange.com/questions/523460/linear-functionals-on-the-space-of-all-square-matrices
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