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1 A decision maker faces a decision problem under uncertainty, whose payoff U (a, w) depends on her action ¢ and
the state of the world w € €.

DM does not know w but observes an informative random signal s € .S, drawn according to the information
structure o: 2 — A(S), which specifies the conditional probability o(s | w) of observing signal s when the state
is w.

The information structure o can be viewed as an experiment P associated the set of outcomes Sp.
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3 Let Q) be a finite set of states of nature, 2 = {w1,wa, ...,wy}. Let p be a vector of a priori probabilities associated

with the states in €, p = (p1,p2, ..., pn), where > p; = 1,p; > 0fori=1,2,...,n.
4 Let P be an n x m row stochastic matrix. It represents an experiment with m outcomes Sp = {s1,52,...,8m},
where P;; is the probability of outcome s; when the state is ;.

Note that different experiments may involve different outcomes.

5 Let A be a finite set of actions that can be taken by the decision-maker (DM), A = {a1,as, ..., as}.

A payoft function U : A x Q2 — R associates payoffs to each action and state pair. The function U can be depicted
by an ¢ X n matrix, denoted U, the element Uy,; = U (ay,w;) of which is the payoff gained when an action ay, is

taken and the state turns out to be w;.

6 The DM can only observe the outcomes, not the states, and chooses actions accordingly.

The DM's strategy is delineated by an m x £ row stochastic matrix D, the element D, of which determines the

probability that the DM takes action aj, on observing signal s;.

The DM wishes to optimize D to obtain the maximum expected payoft.

7 'The action distribution under the experiment P and strategy D conditional on w; is

(PD);1,(PD)a, ..., (PD)ip) -

So the action distributions under the experiment P and strategy D is PD.

As D varies, the set of all action distribution is

C(P) = {PD | D is arow stochastic matrix}.



8 The expected payoff under the experiment P and strategy D conditional on wj is

m
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So the expected payoft vector

diag(PDU) = ((PDU)11, (PDU)as, ..., (PDU),y,) -

As D varies, the set of all possible expected payoft vectors is

B(P,U) = {diag(PDU) | D is a row stochastic matrix}.

9 Given the prior p on (2, the expected payoff under the experiment P and strategy D is

n m l
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i=1 j=1 k=1

where p be an n x n matrix containing the elements of p in its main diagonal and zero elsewhere.
10 Maximization of Trace(PDUp) is obtained by solving a linear programming problem for the elements of D con-
strained by the properties of a row stochastic matrix.

Denote F'(P,U, p) = maxp Trace(PDUp).

11 Let P and () be two experiments operating on the same set of state (2.

From the economic point of view, () is defined to be generally more informative than P if the maximal expected
payoff yielded by P is not larger than that yielded by () for all payoff matrices U and all probability vectors p.
Formally:

@ is more informative than P if F(Q,U,p) > F(P,U,p) for all U and any p.
12 Blackwell’s theorem: For any two experiments P (an n X m matrix) and ) (an n x m/ matrix), the following are
equivalent:
(a) F(Q,U,p) > F(P,U,p) for any U and any p.
(b) Forany U, B(Q,U) 2 B(P,U).
(©) C(Q) 2 C(P).

(d) There exists an m x m’ row stochastic matrix M such that P = QM.

Here, the matrix M is called the garbling matrix.

The first ranking comes from thinking in terms of expected utility: Say that () is more informative than P if every

Bayesian agent, facing any decision problem, can obtain a higher expected utility using () than by using P.

The third ranking comes from a notion of feasibility: We can then rank () and P according to which yields the

larger set of feasible conditional distributions of actions.



The last ranking comes from a notion of “adding noise”: Say that P is a garbling of ) if DM who knows () could

replicate P by randomly drawing a signal s € Sp after each observation of s € Sg.
13 The proofs of “b — a’, “c — b”, and “d — ¢” are trivial.
14 The proof of “a — d™:

(a) Suppose for every m x m' row stochastic matrix M, Q) # PM.
(b) Then @ ¢ E, where
E ={PM | M isan m x m’ row stochastic matrix}.
(c) Note that E is a closed convex set in R
(d) Notice that each linear functional on the space of n x m/ matrices is in the form of Trace(G?-).

(e) By hyperplane separating theorem, there exists an n x m’ matrix G such that for any m x m’ row stochastic

matrix M,
Trace(G'Q) > Trace(G'PM).

(f) Let U* = p~'G. Then

Trace(PDUp) = Trace(PDG") = Trace(G' PD) < Trace(G'Q) = Trace(QUp).
(g) Thus,
max Trace(PDUp) < Trace(QUp) < max Trace(QDUD).
Contradiction.
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