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1 Introduction of moral hazard

1 So far, we have been considering principle-agent problems, where the agent’s private information was affecting the

efficient volume of trade.

o We used the name adverse selection for these problems since the agent’s private information was about his

own type, which affects his performance in accomplishing the delegated task.

o The principal’s objective was to offer an optimal contract to the agent in order to achieve a balance between

allocative efficiency and information rents, which arise due to their information gap.
This informational asymmetry, however, can also arise between the principal and the agent in other possible forms.

2 The informational asymmetry can be due to possible actions that the agent takes, and not due to possible types he

might have.

o The leading candidates for such actions are effort variables, which positively influence the agent’s level of

production but also create a disutility for the agent.
o Ingeneral, the agent’s actions affect his performance (therefore, the volume of trade and the utility of principal)
and they are typically private information.

As a result, these actions are neither observable by the principal (who offers the contracts), nor by the court

of law (who enforces the contracts).

As such, these hidden actions cannot be contracted upon because no one can verify their value. In such cases

we will say that there is moral hazard.
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3 Examples:
o The yield of a field depends on the amount of time that the tenant has spent selecting the best crops, or the
quality of their harvesting.

o The probability that a driver has a car crash depends on how safely he drives, which also affects his demand

for insurance.

o A regulated firm may have to perform a costly and nonobservable investment to reduce its cost of producing

a socially valuable good.



o The manager of a large corporation may divert the firm’s resources into perks rather than in hiring new engi-

neers for the firm’s research lab since he directly benefits from perks.
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4 Key elements in moral hazard:

o The agent’s actions should impact the utilities of principal and agent.
- It principal does not care about the action, then he let agent do his job and compensate him for the
opportunity cost.

- Ifagent does not care about the action, then agent takes action preferred by principal if compensated for

his opportunity cost.
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o Moral hazard (as with adverse selection) would not be an issue if the principal and the agent had the same
objective function (e.g. worker prefers to get paid but slack off rather than work hard). In other words,

because of the conflict between the principal and the agent over which action should be carried out, we may

have agency cost arising under moral hazard.
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o If no observable variable is available, then agent takes his preferred action and is compensated for his oppor-

tunity cost.
WREZRNIFE ZF RERAETER, WREBATUL FEH.
o If the agent’s actions were observable or if these actions were perfect determinants of the production levels,

then the moral hazard would not be an issue either.

- However, the agent’s actions are in general nonobservable and the production performance is only a noisy
signal of the undertaken action.
- As such, nonobservability of the agent’s action prevents an efficient resolution of this conflict of interest

because no enforceable contract can dictate which action the agent should take.
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Thus, we speak of moral hazard when

o agent takes an action that affects his utility and that of principal.
o principal only observes the outcome, an imperfect signal of the action taken.

o the action that agent would choose spontaneously is not preferred by principal.
5 Asymmetric information plays a crucial role in the design of the optimal incentive contract under moral hazard.

o Instead of being an exogenous uncertainty for the principal, however, uncertainty is now endogenous.



« Indeed, the probabilities of the different states of nature, and thus the expected volume of trade, now depend

explicitly on the agent’s effort.

In other words, the realized production level depends on the agent’s nonobservable action and this relation is

typically non-deterministic.
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6 The uncertainty about the agent’s actions is key to understanding the contractual problem under moral hazard.
o If the mapping between effort and performance were completely deterministic, the principal and the court of

law would have no difficulty in inferring the agent’s effort from the observed output.

o In that case, even if the agent’s effort was not observable directly, it could be indirectly contracted upon, since

output would itself be observable and verifiable.
« In turn, the nonobservability of the effort would not have put any real constraint on the principal’s ability to
contract with the agent, and their conflict of interests would be costless to solve.
7 In a moral hazard context, the principal can only design a contract based on the agent’s observable performance.
« This is because the random output aggregates the agent’s effort and the realization of pure luck and therefore,
it becomes impossible to directly condition the agent’s reward on his action.
o As aresult, the nonobservability of the agent’s effort affects the cost of implementing a given action.

« And therefore, the principal wants to induce, only at a reasonable cost, a high effort from the agent.
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8 What can the principal do to address the problem? Provide incentives to the agent to behave the way the principal
would like.

He can only influence the choice of action by conditioning agent’s utility to the only variable that is observable: the

outcome. This in turn can only be done by giving agent a transfer that depends on the outcome.

2 The basic set-up

9 A principal (employer) hires an agent (employee) for production.

o The agent can exert a costly effort e € {0,1}. Exerting effort e implies a cost/disutility for the agent that is
equal to ¢ (e) with the normalizations ¢(0) = 0 and ¢(1) = ¢ > 0.

o The agent receives a transfer ¢ from the principal.

o The agent’s utility is assumed to be

u(t) —1(e), !
where u is increasing and concave, and 1(0) = 0. Denote h = u~!, which is increasing and convex.

« We normalize the agent’s reservation utility at zero.
10 Profit is stochastic, and effort affects the production level (also called outcome/performance) as follows:

o the stochastic production level ¢ can only take two values {qr., gi } with g — q, = Agq > 0,

1Separability is a strong and important assumption.
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« and the stochastic influence of effort on production is characterized by the probabilities
PrOb(q =dqH | e = 0) = Mg and Prob(q =qy | e = 1) =\,

with AX = X1 — \g > 0.
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Effort improves production in the sense of first-order stochastic dominance.

That is, Prob(q < ¢* | e) is decreasing with e for any given production level ¢*.

Prob(qg <grle=1)=1—-X <1—Xg=Prob(q <gqr|e=0),
Prob(q < gy |e=1)=1=Prob(¢ < gu | e=0).

This property implies that any principal who has a utility function v that is increasing in production level prefers
the stochastic distribution (1 — A1, A1) over (1 — Ag, Ao).

That is, any such principal prefers production induced by the positive effort level e = 1 to that induced by the null

effort level e = 0.

Ao(ga) + (1= A)o(gr) = Aov(gr) + (1 = Ao)v(gr) + (A — Ao)[vlgm) — v(gr)l;
which is greater than Agv(qp) 4+ (1 — Ag)v(qr) if v is increasing.

As such, an increase in effort improves production in a strong sense in this model with two possible levels of per-

formance.

Principal’s utility from wage ¢ and production ¢ is S(q) — t.
Principal is assumed to be risk neutral.

For notational simplicity, we will denote the principal’s benefits in each state of nature by

Sy = S(qu)and S = S(qr).

The reservation value of principal is assumed to be very low (so that contracting is always better for him).

The principal can only offer a contract based on the observable variables. It specifies how ¢ is determined based on
variables that can be observed without ambiguity by both parties and a lawyer who would enforce the contract.
These variables are called verifiable or contractible variables. Note that the variables may take different forms in

various situations.

The timing is as follows:

: : 4 + > time
Principal offers Agent accepts or Agent exerts an The outcome The contract
a contract rejects the contract effort or not q is realized is executed

Figure 1: Timing



« If agent rejects, then he obtains the reservation utility.

« If agent accepts, then he decides effort e, outcome ¢ and contractual transfers ¢ are implemented.

16 The problem of the principal is

o to decide whether to induce the agent to exert effort or not and,

« if he chooses to do so, then to decide which contract should be used.

Principal

Induce effort

Contract

Accept Reject

3 Complete information

17 First assume that the principal and a benevolent court of law can both observe effort.

18 When effort is observable, a contract can be directly based on it. It takes the form (e, ¢) or (e, t 5, ¢}, ). Thatis, the
agent is required to exert effort e, and he will receive (e, gz ) or ¢y when the production is high and ¢(e, qr,) or t1,

when the production is low.

Once accepting the contract (e, ty,tr,), agent needs to exert effort e: If the agent were not exerting effort e, his
action could be perfectly detected by the principal, and hence the agent could be heavily punished (for example,

—00).

19 Since principal offers the contract ex ante, his utility should take the expected form, and the problem is

maximize A (Sg —tle,qu)) + (1 = Ae) (SL — tle,qr))

t(-,),e

subject to )\eu(t(aqH)) +(1- )\e)u(t(e, qL)) —(e) > 0.

20 It is convenient to think of this problem in two steps:

o Foreach e € {0, 1} that might be specified in the contract, what is the best contract (e, t g, t1)?

o What is the best choice of e?

21 To induce the agent to exert effort (e = 1), the principal’s problem is:

maximize )\1(SH - tH) + (1 - )\1)(5[, — tL)
(tm,tr)

subjectto  Aju(tm) + (1 — A)u(ty) — ¢ > 0.

Indeed, only the agent’s individual rationality matters for the principal, because the agent can be forced to exert a

positive level of effort.



22 Denoting the multiplier of the individual rationality constraint by 1, we have the Lagrangian
Lt tr) =M(Sg —tu)+ (1 —M)(SL —tr) + p[Au(ta) + (1 — M)u(tr) — ¥].
Optimizing with respect to ¢ and ¢, yields, respectively, the following first-order conditions:

-\ + u/\lu’(tj‘q) =0,
—(1 =) +p(l = A)d'(t7,) =0,

where t7; and ¢} are the first-best wages.

We immediately derive that ;p = % > 0, and finally that t* = t}; = ¢} .
L

1
w'(ty) — u/(t]
Because the IR constraint is binding we also obtain the value of this wage, which is just enough to cover the disutility
of effort, namely t* = u=1(v).

23 Remark:

o The transfer ¢* the agent receives is the same whatever the state of nature—ex post full insurance for agent.
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o The transfer t* = u~1(¢)) is called the first-best cost C'* of implementing the positive effort level.
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24 For the principal, inducing effort yields an expected payoft equal to

Vit = AiSm + (1= M\)Sp —u ' ().

25 Had the principal decided to let the agent exert no effort (e = 0), his problem is

maximize Ao(Smg —tm)+ (1 — Xo)(SL —tL)
(tatr)

subjectto  Aou(tm) + (1 — Ao)u(tr) > 0.

Based on the similar arguments, he would make a zero payment to the agent whatever the realization of profit. In

this scenario, the principal would instead obtain a payoft equal to

Vo = XoSu + (1 — )\0)51;.

26 Inducing effort is optimal from the principal’s point of view (or the first-best outcome) when Vi* > Vj, i.e.,
(A = X0) (S — S) > u™ ' (v). (1)

27 The left-hand side of Equation (1) captures the gain of increasing effort from e = 0 to e = 1. This gain comes from

the fact that the return Sz, which is greater than S7,, arises more often when a positive effort is exerted.

The right-hand side of Equation (1) is instead the first-best cost of inducing the agent’s acceptance when he exerts

a positive effort.

ZOne can easily derive that t3; = ¢} when w is strictly concave. On the other hand, when u is concave but not strictly concave, one can set
ty; = t7 although there could be multiple optimal solutions.



28 Summary:

o The first-best outcome calls for e* = 1 ifand only if (A\; — X\o)(Sy — SL) > u= ().
« The first-best outcome (effort level) will be achieved:

- When (A1 — X\o)(Sg — Sr) > u~1(¢)), to implement the first-best outcome e* = 1, the principal offers
a forcing contract (1,u~!(¢)),u~* (1)) and the agent will accept.
- When (A — ) (Sy — Sr) < u~1(9), to implement the first-best outcome e* = 0, the principal offers

a forcing contract (0, 0, 0) and the agent will accept.

Principal could pay the agent based solely on his effort. In this way he can incentivize the agent to take the

optimal level of effort.

o The agent gets ex post full insurance. Agent faces no uncertainty, and gets paid so long as he chooses the

optimal level of effort.

o It is a risk-sharing result: Given that the contract explicitly dictates the agent’s effort and that there is no
problem with providing incentives, the risk-neutral principal should fully insure the risk-averse agent against

any risk in his income stream.

4 Incomplete information with risk-neutral agent

29 In a moral hazard environment, the agent’s action is not directly observable by the principal.

Thus, the principal can only offer a contract based on the observable production level, i.e., ¢(¢). It specifies how ¢
is determined based on variables (performance/outcome) that can be observed without ambiguity by both parties

and a lawyer who would enforce the contract.
In this situation, a contract can be rewritten as (¢, ¢1,). That is, the agent will receive ¢;; when the production is
high and #;, when the production is low, regardless of his effort level.

30 If the agent is risk-neutral, we can assume that (up to an affine transformation) u(t) = ¢ for all ¢.

31 We consider this problem in two steps:

o If the principal wants the agent to exert positive effort (or zero effort), what is the best contract (¢, ,)?

» What is the best choice for the principal, inducing the agent to exert positive effort or zero effort?

32 To induce the agent to exert effort, the principal’s problem is
maximize /\1(SH — tH) + (1 — )\1)(5[, — tL)
(tm.tr)
subjectto Aty + (1 — Al)tL — Y > Moty + (1 — /\0)tL
Mty + (]. — Al)tL - >0.

33 The principal’s problem is equivalent to

minimize Aty + (1 — A1)tr
(ta,tr)

subjectto ANty > AXt, + ¢
Mt + (1= M)tp —¢ >0.



34 IR condition should be binding at the optimum; otherwise the principal can decrease ¢, without breaking IR con-

dition and IC condition.

IC condition is equivalent to
(A1 = Ao) (tg —tz) > 9.

Thatis, tg > tr.
35 If the problem has a solution, the expected profit of principal is always
VP =XS + (1—M)SL — v
due to the fact that IR condition is binding.
36 Graphic illustration:
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Figure 2: Second-best contracts

37 IC condition is not necessarily binding.

38 To find a solution, we let IC condition be binding. Then we have
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« The agent is rewarded if production is high, and his utility is t3¥ — ¢ = /\1:_ >\/\10 P > 0.
« The agent is punished if production is low, and his utility is tJ? — 1) = — )\1)‘_1)\0 P < 0.

The principal makes an expected payment
Aty + (1= M)t =,

which is equal to the disutility of effort he would incur if he could control the effort level perfectly or if he was

carrying the agent’s task himself.



39 The transfers (¢32, t3?) yield one possible implementation of the first-best outcome, where IC binds.

Let us consider another pair of wages

: 1\ / A
5 =y +2—vandtf =y -2

.
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Clearly, IR binds and IC is strictly satisfied.

Indeed, there are infinitely many solutions.
40 Graphic illustration:
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Figure 3: Efficiency vs. Risk

(1) t — v is the agent’s utility function when he exerts effort. This curve passes (¢, 0).
(2) In the complete information case, the agent’s utility is zero, and the transfer is always .

(3) Since IR binds, the contract (¢52, ¢3¥) makes the agent’s expected utility be zero, shown as in the graph. That
is, Mt$§ + (1= AP — v = 0, or M=l = 15A,
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(4) We obtain (¢35, ¢5?) when IC is binding. The expected transfer should be A58 + (1 — A1 )58 = o).
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(5) To induce the agent to exert effort, the principal needs to set t ;7 and ¢, to satisfy (A — Ag)(tg — t) > .

That is, t g — t, should be at least Alfko .
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(6) IC may not be binding: The principal can increase #3% to ¢35 and decrease 38 to t38 such that the expected
transfer remains the same: A1 735 + (1 — A\)58" = o = A58 + (1 — Ap)eSE.
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41 Had the principal decided to let the agent exert no effort (e = 0), the principal’s problem is
maximize /\O(SH — tH) + (1 — )\0)(5[, — tL)
(tm.tr)
subjectto Aoty + (L=Xo)tr > Mty + (1= X\t — ¢
Aoty + (1 - )\O)tL > 0.

Thus, principal would make the following payment:

« zero payment to the agent whatever the realization of profit, or

. ﬁ%s :w+ )\117_)3\101/}761 andtSB :'L/)* )\1)\_1)\011)4’62.

The expected profit is
Vo = XSy + (1 — )\O)SL'

42 Graphic illustration:
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43 The optimal outcome calls for e* = 1 if and only if V8 > 1, i.e.,
(A1 = A0) (S —S1) > ¢ = u' ().

Therefore, we have shown: Moral hazard is not an issue with a risk-neutral agent despite the nonobservability of
effort. The first-best level of effort is still implemented.

44 The principal can costlessly structure the agent’s payment so that the agent has the right incentives to exert effort.

Optimal incentives can be provided without incurring any risk-bearing losses.
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Indeed, by increasing effort from e = 0 to e = 1, the agent receives the transfer ¢} more often than the transfer
tB. His expected gain from exerting effort is thus (A1 — Ag) (t3¥ — t3B) = 1), i.e., it exactly compensates the agent

for the extra disutility of effort that he incurs when increasing his effort frome = 0toe = 1.
45 Suppose that (A\; — \o)(Sr — SL) > . Then the optimal outcome is e* = 1.

(a) Let us consider a pair of transfers

SB”’

ty =Sug—T1 andtSLB” =S5, — 1Ty,

where 77 is an up-front payment made by the agent before output realizes.

(b) These transfers satisfy the agent’s IC constraint since:
(A= 20) (5 =) = (A = 20)(Sm — Si) = ¢
(c) The up-front payment 7} can be adjusted by the principal to have the agent’s IR constraint be binding:
Ty = S+ (1—X)SL — 2.

With the transfers tsf];” and tSLB”, the agent becomes residual claimant for the profit of the firm. The up-front pay-

ment 7 is precisely equal to this expected profit. The principal chooses this ex ante payment to reap all gains from
delegation.
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46 Suppose that (A\; — \g)(Sr — SL) < . Then the optimal outcome is e* = 0.

(a) Let us consider a pair of transfers

SB”’

tH = SH —To al’ldtiBN = SL —To,

where T is an up-front payment made by the agent before output realizes.

(b) These transfers satisty the agent’s IC constraint since:
(M = 20) (85 = 57) = (A1 = o) (Su — S1) < 9.
(c) The up-front payment 7} can be adjusted by the principal to have the agent’s IR constraint be binding:
To = XoSu + (1 — Xo)SL.

With the transfers £58" and #3*”, the agent becomes residual claimant for the profit of the firm. The up-front pay-

ment T is precisely equal to this expected profit. The principal chooses this ex ante payment to reap all gains from
delegation.
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47 One can unify the above arguments as follows:
T = max{Tl, To},
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5

and
tH :SH—TandtL :SL—T.

Note that 71 > T if and only if ANAS > 2.
ZHRAKTEHELREA, MEERENTHNEAE, KREABTEEZXNTE, LRARZTE &
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48 Summary:
(a) When the agent is risk neutral, the nonobservability of effort has no effect on the efficiency of trade. Moral
hazard does not create any transaction cost.
(b) The principal can achieve the same utility level as if he could directly control the agent’s effort.
(c) This first-best outcome is obtained through a contract that is contingent on the level of production.

(d) The agent is “incentivized” by being rewarded for good production levels and penalized otherwise. Since the
agent is risk neutral, he is ready to accept penalties and rewards as long as the expected payment he receives

satisfies his ex ante participation constraint.

(e) Transfers can be structured to make the agent’s participation constraint binding while inducing the desirable
effort level. One way of doing so is to make the agent residual claimant for the gains from trade and to grasp

all these expected gains by means of an ex ante lump-sum transfer.

Incomplete information with limited liability

49 Consider the case (A1 — A\g)(Sg — SL) > 9, i.e, e* = 1 is the optimal outcome.

Ao

50 Clearly, in an optimal contract, ¢1, has a upper bound: t;, < — £5%.

In many situation, it also has a lower bound: the responsibility is limited.
51 Let us consider a risk-neutral agent. Let us also assume that the agent’s transfer must always be greater than some
exogenous level —I, with [ > 0.

Limited liability in both states are thus written as

tH 2 -1 andtL Z —1.

52 The principal’s problem is

maximize /\1(SH - tH) + (1 - )\1)(5[, — tL)

(ta.tr)
subjectto Aty + (1 — A1)t — ¥ > Aot + (1 — No)tL
Mtg+ (1=t =¥ >0
tg > -l

tr, > -l

53 Forl > %1/% the first-best outcome can be implemented, and one optimal wages are

1-— A1

A1
tSB: dtSB: _
¢+>\1_)\01/1an L= =

.
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In this case, the agent has no expected limited liability rent.

54 Graphic illustration:

ty
A

/ AMtg = Al +
VN4

AN

1-X
o

-t

Mtg+ (1 =)t =9

Figure 4: Second-best contracts without limited liability rent

55 For0 <1 < %1/}, we conjecture that the IC condition and the limited liability condition for low profit are only
relevant constraints.
(1) The limited liability condition for high profit is obviously irrelevant (IC implies ¢ > %\ +tp).

(2) The IR condition is also irrelevant:

A
Mtg +(L=A)tr —¢ >N\ (—H—Aw)\)+(1—)\1)(—l)—¢:Ag\¢—lZO-

(3) Since the principal is willing to minimize the wages made to the agent, both L-LL and IC constraints must be

binding.

(4) Therefore,
(U

t?_]; = 7l+ 5 andt%B = 71

In this case, the agent’s expected limited liability rent is non-negative:
SB SB Ao

AL A IR T8 1B R Fo AT IR 52 £ By 35 B 16 BT 309 e AT R A Bh AT

56 Graphic illustration:
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Figure 5: Second-best contracts with limited liability rent

57 Remark:

« Only the limited liability constraint for the bad state may be binding.

o When the limited liability constraint for the bad state is binding, the principal is limited in his punishments
to induce effort.
The principal has to increases awards when high production is realized to induce high effort.

As a result, the agent receives a non-negative ex ante limited liability rent. Compared with the case with-
out limited liability, this rent is actually the additional payment that the principal must incur because of the

conjunction of moral hazard and limited liability.

o As the agent is endowed with more assets, i.e., as [ gets larger, the conflict between moral hazard and limited
liability diminishes and then disappears whenever [ is large enough. In this case, the agent avoids bankruptcy

even when he has to pay the optimal penalty to the principal in the bad state of nature.

58 For the sake of simplicity, we assume [ = 0.

When the principal induces positive effort from the agent, the optimal contract is

3B — % and tS]LB =0,

and his expected utility is
A
= 1—\1)Sp — ~9.
Vi 191 + (1= M)Sp — v

When the principal gives up the goal of inducing effort from the agent, he can choose ty = ¢;, = 0 and instead
obtain the expected utility level
Vo = XoSH + (1 — )\O)SL-

It is worth inducing effort if V8 > 14, i.e., when

A1 Ao
> ) = 4 b
A)\AS_A)\w w+A/\w
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The left-hand side is the gain of inducing effort, i.e., the gain of increasing the probability of a high production level.
The right-hand side is instead the second-best cost (°F of inducing effort, which is the disutility of effort ¢ plus the
limited liability rent %Uj- This second-best cost of implementing effort obviously exceeds the first-best cost. It is

clear that the limited liability and moral hazard together make it more costly to induce effort.
59 Summary (I = 0):

o There is conflict between moral hazard (IC) and limited liability.

o Punishment being now infeasible, the principal is restricted to use only rewards to induce effort. This restric-
tion of the principal’s instruments implies that he must give up some ex ante rent to the agent. This limited
liability rent is costly for the principal, who then distorts the second-best effort level below its first-best value
to reduce the cost of this rent. We have a similar rent extraction-efficiency trade-off leading to a downward

distortion in the expected volume of trade.
o IR does not bind. IC binds and limited liability for bad state binds.
o The agent has a positive expected utility %1{).

« Efficiency loses since C8 = ¢ + %w > 1) = C*. The loss part % is the limited liability rent for the
agent, which is paid by the principal.

_— f =1
e - € first-best efforts
: O =4+ 2%
= . " , > benefit B = AMAS
o e w1 second-best efforts
e’ = e =

Figure 6: Limited liability rent

6 Incomplete information with risk-averse agent

60 Assume that the agent is risk-averse. So w is strictly concave.
61 We also consider this problem in two steps:

o If the principal wants the agent to exert positive effort (or zero effort), what is the best contract (¢g,1,)?

« What is the best choice for the principal, inducing the agent to exert positive effort or zero effort?

62 To induce the agent to exert effort, the principal’s program is written as:

maximize A (Sg —ty)+ (1 —A)(SL —tL)
(trtr)

subjectto  Aju(ty) 4+ (1 — A)u(tn) — ¥ > dou(ty) + (1 — Ao)u(tr)
Alu(tH) + (1 — Al)u(tL) -1 >0.
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63

64

65

66

Letuy = u(ty) and ur, = u(ty). Then the principal’s program can be written as:

maximize A1 (Sg — h(ug)) + (1 —A1)(Se — h(ur))

(um,ur)
subjectto  Ajupg + (1 — Ap)up — ¢ > doug + (1 — Xo)ur
Aug + (]. — /\1)UL - >0.

Note that the principal’s objective function is now strictly concave in (ug, ur,) because h is strictly convex. The
constraints are now linear and the interior of the constrained set is obviously nonempty, and therefore it is a concave

problem, with the Kuhn and Tucker conditions being sufficient and necessary for characterizing optimality.
Letting v and 1 be the non-negative multipliers associated respectively with the constraints, the Lagrangian is
,C(’U,H, uL) =)\ (SH — h('LLH)) + (]. — )\1) (SL — h(uL))

+y[Mum + (1= M)up — ¥ — Aoug + (1 — Ao)ur]
+ u[)\luH +(1—=XM)ug — d)]

Thus, the first-order conditions of this program can be expressed as

A
0= —Alh’(u%) + ’7()\1 — )\0) + M)q = —7153 + ’y()\l — /\0) =+ /J)\l
w'(ty7)
1—-A
0=—(1=A)A (up) =v(A = Xo) + (1 = A1) = —Ws% = (A1 = Ao) + p(1 = A1),
L
where t3¥ and 3 are the second-best optimal transfers.
Rearranging terms, we get
A1 — o [ Prob(q = qp | e:O)}
—_— —|— _— —|— 1 — y
o' (t38) s A1 pa Prob(qg =qm | e =1)
1 A1 —Xo Prob(¢ = qr | e =0)
= — = 1 - .
(@) T TN ’“‘”{ Prob(q = g1, | e = 1)

Multiplying the left equation by A\; and the right equation by 1 — A1, and then adding those two modified equations,

we obtain \ L
1 - A1
= > 0.
" )
Hence, the IR condition is binding.
The IC condition implies
SB SB P -0

Uy —uy >
H L >\1on ?

SB SB
and thus ¢t > t}°.

Therefore,

MI=M) [ 1 1
= - O
YT @ w @) T

and hence the IC condition is also binding.



67 Since the IR and IC conditions are binding, we have

A1
— o

1—X\ s _ A1
: Agw) and t (w—— Aow)

68 The agent receives more than the complete information transfer when a high output is realized, ¢3¢ > h(¢)). When

W= a6 - o,

and hence

tSB:h(w+

alow output is realized, the agent instead receives less than the complete information transfer, t3* < h(1)).

A risk premium must be paid to the risk-averse agent to induce his participation since he now incurs a risk by the
fact that t3 < ¢38. Indeed, we have

b = Au(t) + (1= 2)u(t) < u (At + (1 - A)EE),

where the inequality follows from Jensen’ inequality. That is, the expected payment A1t3% + (1 — A )3 given by
the principal is thus larger than the first-best cost /()), which is incurred by the principal when effort is observable.

ATHRERBARBHREEA QREMH), ZERARFELFE S M —FTAREN,

69 The second-best cost of inducing effort under moral hazard is the expected payment made to the agent

M — o

CSB:)\lt??—s—(l—/\l)tSB:Alh(w+ 1= 1/))+(1—)\1) (w—A W

w)>mw=ct

where the inequality follows from Jensen’s inequality (A is strictly convex).

ETFTICAH, ZRARFN AR EREATEARENG/ T E K, HREREHREARK, &
ERE2EEEGHERA. B TaOEHERSEHAR, IMABERA RGN ZApESs%E
A

70 Graphic illustration:

(1) u(t) — 1 is the agent’s utility function when he exerts effort, which is a convex curve.

(2) In the complete information case, the agent’s utility is zero, and the transfer is always C* = u~1(¢). So the

curve is passing (u™*(¢),0).

(3) Since IR binds, the contract (32, t3%) makes the agent’s expected utility be zero, shown as in the graph. That
is, A1) + (1= A Ju(tP) — ¥ = 0, or (A=Y — 150,
AT RBHMREATEE A, FEG g oo, WEBNA, KO TFhe, @EMBI ¢ Foiy, M
W wy T oup, R H & u(t) — o BIF AT, DIF R b R xd B o P AL AT B AP A F (B
[ ol — 1521) BURAE IR 44 % 5 R 3L

(4) We obtain (3%, t38) when IC is just binding. The expected transfer should be A1£5F + (1 — A1)t3® = CB.

RIS 7 R 46 o 22 0B (IC &% 5 aor) B, RATFE] T (¢58,458) 5 M it (¢35, w38 — o) A1 (458, usSP — o)

Wy 2 5 AR H B X R A A AR IR AT R 150 AR e B AnAE 1 J@?ﬂ’tz"%i‘ﬁ}iﬂﬁiﬁ » B EE CSBO

(5) Since u is concave, CB > C*.

(6) To induce the agent to exert effort, the principal needs to set ¢z and t, to satisfy (A1 — Xo) (u(tg) —u(tr)) >
1. That is, t g — t1, should be sufficiently large.

AT RBHMREATEE A, TRty 0o, WEBNA,
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utility ,

UH = o2 u(t) — ¢
SB L e e
uy — P

S e

~+
~+

uP — 1)y

ur, — u“/,l

Figure 7: Efficiency vs. Risk premium

(7) 1C should be binding; otherwise, the principal can decrease ¢ and increase ¢z, so that the expected wage
Aty + (1 — A1)ty decreases.
FHAR Kty Fot, WEBEN KRB BT RS HEIREARES AWRE, ZHEE RNty it B
SR LV RN, B2 RIS A, Bl T BB gy ey, W (g, ug — ) F (tr, up — )
Wik LGB K (EF cost &) SR T OB EM, BRAET CS,

71 Had the principal decided to let the agent exert no effort, ¢ = 0, he would (optimally) make a zero payment 32 = 0
to the agent whatever the realization of profit. The profitis A\gSg + (1 — Xo)SL.

(1) Intuitively, we know that for a fixed wage, the agent would always be worse off exerting high effort—so ICL
will be satisfied—there’s no temptation for him to choose high effort.
(2) If the principal wants the agent to chose low effort, he sets a fixed wage.

(3) Moreover, he sets the fixed wage such that it makes the agent indifferent between putting in low effort and not

working at all and getting reservation value.

72 The benefit of inducing effort is still (A\; — Ag)(Sy — S1), and a positive effort e* = 1 is the optimal choice of the
principal whenever

(A — Ao)(Sg — Sp) > CB > ¢,

Remember that th, t% and tSLB don’t depend on Sy and Sz, so the greater is Sz — S1., the more attractive inducing

effort becomes for the principal.
73 Summary:

« If the agent is risk averse, a constant wage provides full insurance but induces no effort provision. Inducing

effort requires the principal to let the agent bear some risk. To accept such a risky contract, the agent must

18



receive a risk premium. There is now a conflict between the incentive and the participation constraints of the
agent. This leads to an insurance-efficiency trade-off. To solve this trade-off the principal must distort the
complete information risk-sharing agreement between him and the agent to induce effort provision. A high

effort is less often implemented by the principal than under complete information.
« The agents utility is always zero, although he gets a risk premium.
« The principal sets t3¥ > ¢5? to induce the agent to exert effort.

« Efficiency loses since C*® > C*, which is paid by the principal.

€ - ¢ first-best efforts
X C'SB
: , > benefit B = AAAS
C* =u=l(v) !
- e S second-best efforts
e’ = e =

Figure 8: Risk premium

74 Comparison:

o The principal cannot observe the agent’s level of effort. The principal must offer the agent a contract which
trades-off risk sharing and incentives. His wage will depend on the outcome measure so as to provide incen-
tives to work hard, but as a result the agent will face the risk that even if he chooses high effort, he may end

up with a low outcome and low wage.

o If the agent is risk-neutral then the risks-sharing/incentives trade-off disappears. The agent doesn’t mind

baring all the risk, so this issue is irrelevant.

The optimal contract here is where the principal “sells the project” to the agent. That is, the agent pays the

expected value or rent to the principal and then the agent reaps any additional profits.

Task

 Reading: 4.1-4.4 in [LM] (required), 5.1 in [S] (required), Appendix 4.2 in [LM] (optional), % 10 ¥ in [%]
(required).

o Understanding: 4 summaries.
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